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uma pequena parcela do mundo natural que é tão fascinante, sabendo que Dele provém
toda sabedoria.
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Abstract

Traditional advancements in the physical layer of communication systems have been
driven by deconstructing transceivers into various processing units, each fine-tuned sep-
arately using mathematical frameworks. However, this strategy is being tested by the
escalating demands for wireless connectivity and the growing diversity in devices and ap-
plications. In contrast, systems based on deep learning (DL) can manage complex tasks
for which clear-cut models may not exist. These systems, through learning directly from
data, have the potential to adapt to and even leverage the unintended effects of real-world
hardware and channel conditions, rather than attempting to eliminate them. The research
presented in this thesis aims to explore and contrast different methodologies to maximize
the effectiveness of DL for channel estimation in systems using Orthogonal Frequency
Division Multiplexing (OFDM).

In this thesis, two distinct approaches for channel estimation in communication sys-
tems are investigated. The first employs Fully-Connected Deep Neural Networks (FC-
DNNs), starting with training neurons to retain channel state information by using Least
Squares (LS) estimations as inputs against actual channels as targets. This method mir-
rors autoencoder architecture and shows effective denoising in Additive White Gaussian
Noise (AWGN) scenarios and Rayleigh channels. In the AWGN case, it matches theo-
retical performance allowing a reduction in the number of pilots and improved spectral
efficiency. For the Rayleigh channel case, it matches the performance of the Minimum
Mean Square Error (MMSE) estimator. The second approach explores Convolutional
Neural Networks (CNNs) by treating wireless channels similarly to images, thus utilizing
translation invariance and edge detection for enhanced training. This method, trained
with data from frequency-selective fast fading channels at 22 dB Signal-to-Noise Ratio
(SNR) using the Vehicular A (VehA) model 50 km/h, compares CNNs, Densely Connected
Convolutional Networks (DenseNets), and Residual Networks (ResNets). The latter net-
works, with their skip connections, demonstrate superior performance at lower SNR levels,
effectively extracting information from noisy channels.

Palavras-chaves: OFDM, channel estimation, deep neural networks, convolutional
neural networks.
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Resumo

Os avanços tradicionais na camada f́ısica dos sistemas de comunicação têm sido im-
pulsionados, normalmente, considerando cada etapa do processamento do sinal como
um bloco isolado de processamento, cada um otimizado separadamente usando métodos
matemáticos em uma abordagem descentralizada. No entanto, essa estratégia está sendo
desafiada pelas crescentes demandas por conectividade sem fio e pela diversidade crescente
de dispositivos e aplicações. Em contraste, sistemas baseados em Aprendizado Profundo
(DL, do inglês Deep Learning) têm a capacidade de gerenciar tarefas complexas para as
quais modelos bem definidos podem não existir. Esses sistemas, aprendendo diretamente
dos dados, têm o potencial de se adaptar e até mesmo aproveitar os efeitos não inten-
cionais das condições reais de hardware e canais, em vez de tentar eliminá-los. O objetivo
da pesquisa apresentada nesta tese é explorar e contrastar diferentes metodologias para
maximizar a eficácia de DL para estimação de canal em sistemas que utilizam Multiplex-
ização por Divisão em Frequências Ortogonais (OFDM, do inglês Orthogonal Frequency
Division Multiplexing).

Nesta tese, duas abordagens distintas para a estimativa de canal em sistemas de co-
municação são investigadas. A primeira emprega Redes Neurais Profundas Totalmente
Conectadas (FC-DNNs, do inglês Fully-Connected Deep Neural Networks), começando
com o treinamento de neurônios para reter informações de canal usando estimativas de
Mı́nimos Quadrados (LS, do inglês Least Squares) como entradas, tendo canais reais
como alvos. Este método se assemelha à arquitetura do autoencoder e mostra eficácia
na redução de rúıdo em cenários de Rúıdo Branco Gaussiano Aditivo (AWGN, do inglês
Additive White Gaussian Noise) e canais Rayleigh. No caso AWGN, seu comportamente
corresponde ao desempenho teórico, permitindo a redução do número de pilotos e melhoria
da eficiência espectral. Para o caso do canal Rayleigh, ele corresponde ao desempenho do
estimador de Erro Quadrático Médio Mı́nimo (MMSE, do inglês Minimum Mean Square
Error). A segunda abordagem explora Redes Neurais Convolucionais (CNNs, do inglês
Convolutional Neural Networks) tratando canais sem fio de maneira semelhante a im-
agens, utilizando assim as propriedades de invariância a translação de caracteŕısticas e
detecção de bordas. Este método foi treinado a partir de dados de canais seletivos com
desvanecimento rápido em frequência, e 22 dB de Relação Sinal-Rúıdo (SNR, do inglês
Signal-to-Noise Ratio) usando o modelo Vehicular A (VehA) a 50 km/h, compara CNNs,
Redes Convolucionais Densas (abreviado em inglês, DenseNets) e Redes Residuais (abre-
viado em inglês, ResNets). As últimas redes, com suas conexões saltadas entre blocos,
demonstram desempenho superior em ńıveis mais baixos de SNR, extraindo efetivamente
informações de canais ruidosos.

Palavras-chaves: OFDM, estimação de canal, redes neurais profundas, redes neurais
convolucionais.
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Chapter 1

Introduction

Since the 1990s, the constant evolution of wireless communication systems has been

changing the way society interacts. The advent of digital wireless networks culminated

in the rapid widespread adoption of wireless devices that caused a drastic impact on our

lives. This could be possible due to the transition from analog to digital radio frequency

(RF) engineering in the adopted technologies (HAYKIN, S. S., 2014). The rapid escala-

tion in demand, attributed to emerging applications such as autonomous vehicles and the

Internet-of-Things (IoT), alongside the requirement for substantial data processing capa-

bilities for high-resolution video streaming, online gaming, and real-time telemetry data

analysis, challenges the limits of existing technologies. This scenario has necessitated the

adoption of advanced tools, notably machine learning, with the aim of enhancing Qual-

ity of Service (QoS). (LI; OTA; DONG, 2018). These new demands may even require

different main performance indicators. In recent years, multimedia and voice services re-

quired constant improvement in data rates. IoT and autonomous systems, such as vehicles

and robotics, may stand upon an ultra-reliable system with low-latency communication.

At the same time, a massive collection of data in real-time is expected, increasing the

uplink traffic, and integrating systems via cloud services. This poses a newer network

environment that has motivated changes in the way communication models are designed,

analyzed, and optimized (MOHAMMADI et al., 2018).

The emphasis to make wireless telecommunications services available to mobile users

and applications has challenged the design of systems robust to the mobile channel. The

main characteristic of the mobile radio channel is the multipath reception. Additionally to

the direct Line-of-Sight (LOS) radio wave, multiple delayed and attenuated versions of the

1



1.1. Rationale

transmitted wave arrive at the receiver. These additional signals are due to the reflections

caused by the terrain, other vehicles, mountains, trees, buildings, etc. As a consequence,

techniques to minimize the detrimental effects of Inter-Symbol Interference (ISI) had to

be proposed (RUSSELL; STUBER, 1995).

In order to deal with the mobile radio channel, the use of OFDM has advantages

due to its design. OFDM is a form of multicarrier transmission that converts a high

data rate stream of serial bits into a set of parallel low data rate streams, modulated

each in one sub-carrier. The equalization of low data rate symbols is possible by using

compact and low-cost hardware. However, parallel transmission schemes usually make

use of band intervals to avoid interference between adjacent channels, which causes in-

efficient use of the spectrum. In OFDM the adjacent carriers are orthogonal. In this

way, the N subchannels are multiplexed by frequency, and adjacent carriers overlap in

the frequency domain. By choosing overlapping orthogonal frequencies, efficient use of

spectrum is achieved. Moreover, modulators/demodulators can be built using the dig-

ital implementation of the extremely efficient algorithm known as Inverse Fast Fourier

Transform (IFFT)/Fast Fourier Transform (FFT), respectively (MORELLI; KUO; PUN,

2007).

Currently, OFDM performs a significant role in modern telecommunications. It is

the modulation scheme adopted in several wireless communications systems for digital

audio broadcasting, digital video broadcasting, wireless local area networks, and wireless

metropolitan area networks (HWANG et al., 2009).

1.1 Rationale

The study of deep learning applied to channel estimation in OFDM systems is a sig-

nificant area of research. Firstly, deep learning offers a powerful tool for improving the

accuracy and efficiency of channel estimation in OFDM systems, which is critical for

optimizing the performance of modern communication systems (BJÖRNSON; GISELS-

SON, 2020). OFDM, widely used in high-speed wireless communication, relies heavily on

accurate channel estimation for effective data transmission. Traditional methods, while

effective, have limitations in terms of adaptability and performance in complex, dynamic

environments. Deep learning, with its ability to learn from data and adapt to chang-

2



1.2. Objectives

ing conditions, can significantly enhance the accuracy of channel estimation, leading to

improved data throughput and reduced error rates. This is particularly beneficial in sce-

narios with rapidly varying channels or in non-line-of-sight conditions where traditional

methods may struggle.

Secondly, deep learning approaches can automate and optimize various aspects of

channel estimation in OFDM systems, leading to more efficient and robust communication

networks. Deep learning algorithms can learn to predict channel conditions, adaptively

adjust system parameters, and even identify and compensate for hardware impairments

and nonlinearities that traditional methods might not effectively address. This leads to

a more efficient use of the spectrum and power resources, contributing to the overall

efficiency and sustainability of communication networks. Furthermore, the ability of deep

learning models to generalize from learned data means that once trained, they can be

deployed in a variety of environments, reducing the need for extensive re-engineering or

recalibration. As pointed out by Björnson and Giselsson (2020), these capabilities are

essential for meeting the increasing demands for high-speed, reliable communication in

a world where data traffic is constantly growing. Therefore, the study of deep learning

in the context of OFDM channel estimation is not only academically interesting but also

practically essential for the advancement of communication technologies.

1.2 Objectives

The aim of this thesis is the development of deep learning methods for channel esti-

mation on OFDM systems. Specifically, this work aims to propose:

� A FC-DNN method to increase the LS performance for channel estimation based

on pilot, for AWGN and Rayleigh frequency-selective fast fading channel models;

� A channel estimation method based on Convolutional Neural Network (CNN), by

interpreting the wireless channel as an image;

� The investigation on the impact of residual blocks and densely connected blocks, i.e.

the use of Residual Network (ResNet) and Densely Connected Network (DenseNet)

for channel estimation.

3



1.3. Methodology

1.3 Methodology

This work is based on simulations of wireless channels and the use of MATLAB Deep

Learning Toolbox for neural networks training. The Vienna LTE Simulator, renowned

for its accuracy and versatility in modeling LTE networks, is utilized to generate realistic

channel matrices (RUPP; SCHWARZ; TARANETZ, 2016). These matrices serve as the

foundational data set, simulating various communication scenarios and channel condi-

tions encountered in LTE systems. This simulation provides a robust and comprehensive

dataset, essential for training and validating the neural network models. Subsequently,

MATLAB’s Deep Learning Toolbox is employed for the crucial tasks of simulation and

training of the neural networks. This toolbox offers a wide array of features and functions

specifically designed for deep learning, including but not limited to, algorithms for super-

vised and unsupervised learning, neural network design, and performance evaluation. The

combination of the sophisticated data generation capabilities of the Vienna LTE Simu-

lator and the advanced neural network training and simulation tools in MATLAB forms

the core of our research methodology, enabling an in-depth exploration and analysis of

deep learning applications in channel estimation for OFDM systems.

1.4 Literature review

An increasing interest in the use of methods of deep learning in wireless digital commu-

nications systems is notorious, particularly in the last five years. Deep learning has been

used as a solution to problems in physical design and resource allocation. O’Shea and

Hoydis (2017) presents a novel approach to communications systems as an autoencoder

problem. In this way, it is designed as an end-to-end reconstruction task, in which the

components of the transmitter and receiver should be jointly optimized in a single process.

They also present the use of convolutional neural networks to classify the modulation of

raw In-phase and Quadrature (IQ) components data.

Usually, the training data for the end-to-end communication systems is obtained

through a known channel model. However, due to several factors such as impairments

in signaling, hardware conditions, detection, etc., the channel perceived by the trained

network could be significantly different than the one shown during the training phase. In

the direction to solve this issue, Raj and Kalyani (2018) propose a method to estimate the
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gradient as a stochastic approximation. The resulting system is an autoencoder model

independent of a given channel model.

Felix et al. (2018) tested further the end-to-end autoencoder in the presence of hard-

ware impairments, i.e. commodity hardware with imprecise oscillators. An OFDM system

with Cyclic Prefix (CP) was proposed, and the obtained performance was comparable to

state-of-the-art OFDM over frequency-selective fading channels.

The use of deep learning for the physical layer on OFDM-based communication systems

has been recently investigated. Ye, Li, and Juang (2018) present a method for channel

estimation and signal detection in OFDM systems that estimate channel state information

(CSI) implicitly. A neural network is trained offline with data generated in simulations.

The trained receiver is used later to recover transmitted data online, i.e. in execution

time and without explicitly estimating the wireless channel. The obtained performance

is comparable to the MMSE.

Yi and Zhong (2020) propose a method for channel estimation and detection on OFDM

systems that explore the correlation between time and frequency of wireless fading chan-

nels. The neural network used to model the reception system is based on image processing

deep learning systems. The trained network was applied to Long-Term Evolution (LTE)

reception with mobile typical channel models.

Deep learning methods are applied to design optimization of conventional methods

for channel estimation, i.e. pilots placement in OFDM frame. Pilots signals are known

symbols for both transmitter and receiver that are placed in specified positions in time-

frequency data disposition. These pilots are used by the receiver to estimate the channel

for equalization. In Soltani, Pourahmadi, and Sheikhzadeh (2020), a neural network was

used to design optimal positioning for pilot symbols in the sense of minimum reconstruc-

tion error. By simulations, it was shown that the proposed pilot scheme outperformed

the equally-spaced pattern.

Applications to improve imperfections in system stability were exploited as well. Mul-

ticarrier systems require a precise oscillator for both up and down-conversion. Imperfec-

tions with result in phase noise. In Mohammadian, Tellambura, and Li (2021), a deep

learning network was trained offline with simulated data to compensate for phase noise

in the reception.

5



1.5. Thesis outline

1.5 Thesis outline

The thesis is organized as follows: In Chapter 2, the theoretical foundations of OFDM

are presented and discussed through simulations. The objective of the discussion is to

fully describe the signal processing steps performed by an OFDM-based communication

system. These are the core of signal processing that should be performed later by the

neural networks. The second section of this chapter discusses the fundamental of deep

learning, i.e. the artificial neuron model, the backpropagation algorithm for neural net-

works training, and the variety of network architectures. Chapter 3 discusses FC-DNNs

for channel estimation, both AWGN and Rayleigh fading channel models. The mechanism

of learning is also presented. The Chapter 4 shows the investigation of CNNs applied to

channel estimation. It starts with the model of the wireless channel as an image, and

presents the residual and densely connected blocks addition for learning improvement.

Chapter 5 concludes the work and proposes future works.
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Chapter 2

Theoretical Background

This chapter presents the theoretical topics of the two main topics of the thesis: OFDM

and Deep Learning. The first section provides some background on the wireless channel

model. Following this, the block diagram of OFDM and the main idea behind its imple-

mentation, i.e., the orthogonality of multi-carriers, are presented. Strategies for synchro-

nization and the problems arising from synchronization issues are also briefly discussed.

Finally, the first section concludes with the presentation of the two traditional channel

estimation techniques: LS and MMSE.

The second section presents the fundamentals of Deep Learning. In recent years,

the machine learning and deep learning communities have experienced an unprecedented

number of significant developments and new topics. However, the fundamentals remain

the same, and a focus on the basic topics is maintained. The discussion begins with the

artificial neuron. Then, the backpropagation algorithm, the most important and widely

applied training strategy in deep learning, is presented. Finally, the section concludes with

a discussion about the diversity of different network architectures and their respective

particularities.

2.1 Fundamentals of Channel Modeling and OFDM

The performance of a digital communication system is dictated by the conditions of

the wireless channel. Generally, the study of the wireless channel is divided into large-

scale and small-scale fading. The former models the power loss due to propagation from

transmitter to receiver, while the latter models the power fluctuations caused by rapid
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variations due to relative motion and multipath (PROAKIS, 2008). In this context,

OFDM stands out for its robustness and is well-suited to deal with the multipath channel

environment and frequency-selective fading situations.

2.1.1 The Wireless Channel

The wireless channel is defined as the medium between the transmitter and receiver

through which the transmitted signal propagates. Unlike the typically static wired chan-

nel, the wireless medium is dynamic and stochastic. Understanding its behavior is a key

factor in developing bandwidth-efficient transmission technologies (HAYKIN, S. S., 2014).

Generally, radio waves propagating through the wireless channel are impaired by three

physical phenomena: reflection, diffraction, and scattering. These phenomena are induced

by objects such as buildings, hills, the surface of the Earth, sharp irregularities, foliage,

and the atmosphere. Additionally, the transmitter, receiver, or obstacles may be in mo-

tion, consequently affecting the signal through the Doppler effect. The final result is a

typical characteristic of the wireless channel, known as fading, defined as the variation

of the signal’s amplitude over time and frequency. Unlike additive noise, fading is a

non-additive impairment (PROAKIS, 2008).

Fading is typically classified into two types: large-scale and small-scale. Large-scale

fading occurs due to path loss as a function of distance and shadowing by large obstacles.

Small-scale fading is caused by the multipath propagation of the signal, resulting in con-

structive and destructive interference. Depending on the extent of the multipath, it can

potentially cause frequency selectivity in the channel. If this is not the case, the channel

is classified as frequency flat. Furthermore, the channel can be categorized as fast fading

or slow fading, depending on the Doppler spread resulting from mobile speed.

Small-Scale Modeling Multipath can be classified based on the presence or absence

of a LOS, i.e., direct visibility between the transmitter and receiver. Generally, in outdoor

urban scenarios, there is an absence of LOS due to multiple obstacles. This can also be

the typical case in indoor scenarios, where the transmitter may be blocked by walls, floors,

etc.

The multipath fading channel is often characterized by its Power Delay Profile (PDP).

The PDP is the impulse response defined by three parameters:
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1. the number of multipaths, Lpaths;

2. the delay of each path, τℓ, with ℓ = 0,1, . . . ,L− 1;

3. the complex gain of each path, hℓ.

The impulse response of the channel is given by Equation 2.1, where δ is the Dirac delta

function. It is important to note that these three parameters are generally time-varying.

h(t,τ) =

Lpaths−1∑
ℓ=0

hℓ(t) δD(τ − τℓ) 2.1

Wireless channel models are obtained through field measurements, and various stan-

dards and institutions have continuously contributed standardized values for different

scenarios (PÄTZOLD, 2011).

However, these models alone are not sufficient to fully characterize the impact of the

channel on the transmitted symbol, as this impact also depends on the symbol’s duration.

Therefore, in relation to the symbol duration, the channel can be classified as:

� Static: the channel is time-invariant relative to the symbol duration;

� Quasi-static: the channel varies over a period significantly longer than the symbol

duration;

� Dynamic: the channel remains constant for one symbol but changes between sym-

bols;

� Fast-varying: the channel can change even during the transmission of a single data

symbol.

Statistical Characterization Modeling the channel statistically involves deriving a

Probability Density Function (pdf) for the channel’s amplitude and phase, which accu-

rately reflects the underlying physical phenomenon with an acceptable margin of error.

Due to the random nature of the transmission channel, its statistical modeling has been

extensively investigated in the literature. Clarke’s model proposes that in a Non-Line-of-

Sight (NLOS) scenario, the antenna receives the signal from all possible directions. Thus,

the channel h(t) results from the sum of N independent components, with N → ∞. Con-

sidering the central limit theorem, the wireless channel’s amplitude can be represented by

9
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a complex Gaussian random variable. Its variance σ2
h is given by Equation 2.2, and its

amplitude follows a Rayleigh distribution, with a pdf given by Equation 2.3, where r is a

positive real value (JERUCHIM; BALABAN; SHANMUGAN, 2006).

σ2
h = E{|h(t)|2} 2.2

pRay
r (r) =

r

σ2
h

e−r2/2σ2
h 2.3

The phase’s pdf is given by Equation 2.4, where θ is the incident angle of arriving

defined in [−π,π].

pRay
ϕr
h
(θ) =

1

2π
, ∀θ ∈ [−π,π] 2.4

In the case of LOS (Line of Sight) transmission, the pdf follows the Rice distribution,

as given by Equation 2.5. In this equation, I0 represents the modified Bessel function of

the first kind with order zero, ρ2 denotes the variance of the LOS path, r is a positive

real number, and σ2
h is the variance of the components.

pRice
r (r) =

r

σ2
h

e
−(r2+ρ2)

2σ2
h I0

(
rρ

σ2
h

)
2.5

The pdf of the phase is given by Equation 2.6, where erf represents the error function

and θρ is the phase of the LOS (Line of Sight) signal. If ρ → 0, the Rice model reduces

to the Rayleigh model.

pRice
ϕh

(θ) =
e

−ρ2

σ2
h

2π

{
1 +

√
πρ2

σ2
h

cos(θ − θρ)e
ρ2 cos2(θ−θρ)

σ2
h

[
1 + erf

(
ρ cos(θ − θρ)

σh

)]}
2.6

The Fig. 2.1 shows the amplitude and phase pdfs for σh = 1, ρ = 1 rad, and θρ = 0 rad.

2.1.2 OFDM

OFDM is a digital modulation technique that employs multiple orthogonal carriers.

The high serial data-rate input is converted to parallel form before being allocated to a

set of low-rate substreams. Each substream is transmitted on a different carrier, with

frequencies that are orthogonal to each other. The general process is depicted in Fig-

ure 2.2. These design characteristics provide robustness against ISI, a major cause of
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Figure 2.1: Graphs showing the probability density function of amplitude and phase for

Rayleigh and Rice distributions, for σh = 1, ρ = 1 rad, and θρ = 0 rad.

(a) Amplitude (b) Phase

Reference: The Author (2023).

catastrophic loss of signal information. Additionally, the use of orthogonal sub-carriers

allows for the superposition of carriers while simultaneously avoiding mutual interfer-

ence. This results in high spectral efficiency compared to other frequency multiplexing

techniques (PRASAD, 2004).

Figure 2.3 exhibits a block diagram of an OFDM system. As previously mentioned,

the first step involves parallelizing the high-rate bitstream into M -ary tuples, where M

denotes the order of modulation (e.g., 2 for Quadrature Phase-Shift Keying (QPSK), 4 for

16-Quadrature Amplitude Modulation (QAM) etc.). Subsequently, each tuple is mapped

according to the adopted modulation, resulting in an IQ symbol in the frequency domain.

Through the Inverse Discrete Fourier Transform (IDFT), each symbol is modulated into

a time-domain signal that is mutually orthogonal. Following this, a CP is inserted into

the signal to enhance robustness during transmission through a multipath channel. The

real and imaginary parts are then separated, each passing through a digital-to-analog

converter, and sent to the RF interface (SKLAR, 2020).

In line with the theoretical development of the OFDM system presented in Cho (2010),

the concept of orthogonal mutuality can be understood as follows: given that the norm

of a function is defined by Equation 2.7, and the Kronecker delta function is detailed in

Equation 2.8, two functions, fi and fj, are defined as orthogonal if their inner product

meets the condition expressed in Equation 2.9.
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Figure 2.2: A schematic interpretation of the OFDM serial-to-parallel conversion, and its

relation with symbol time.

Reference: The Author (2023).

∥f∥2 = ⟨f, f⟩ 2.7

δij =

1, if i = j

0, if i ̸= j

2.8

⟨fi, fj⟩ =
∫ b

a

fi(x)f
∗
j (x) dx = ∥fi∥2δij = ∥fj∥2δij 2.9

The objective here is to demonstrate that the inner product of two OFDM sub-carriers

is non-null only if it is the inner product of a sub-carrier with itself, or zero when consid-

ering different sub-carriers. Given that T represents the period of one symbol, and ki is

the index of the ith sub-carrier, the OFDM sub-carrier function is described in Equation

12
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Figure 2.3: OFDM transmitter.
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Reference: The Author (2023).

2.10. Consequently, the inner product of a sub-carrier with itself (i.e. i = j) results in

the expression given by Equation 2.11.

fi = ej2πkit/T 2.10

⟨fi,fi⟩ =
∫ b

a

ej2πkit/T e−j2πkit/T dt =

∫ b

a

1 dt = (b− a) 2.11

By the same means, the inner product of two functions at different frequencies, i.e.

i ̸= j is given by Equation 2.12.

⟨fi,fj⟩ =
∫ b

a

ej2πkit/T e−j2πkjt/T dt

=

∫ b

a

ej2π(ki−kj)t/T dt

=

∫ b

a

cos

(
2π

ki − kj
T

t

)
dt− j

∫ b

a

sin

(
2π

ki − kj
T

t

)
dt

= 0

2.12

Practically, the OFDM symbol is discrete, thus the transmitted signal is obtained

by means of the IDFT as expressed in Equation 2.13. This fact arises an advantage of

OFDM: it can be implemented computationally by using the IFFT that is an extremely

efficient algorithm with relation to analog electronics.
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x[n] =
1

N

N−1∑
k=0

X[k]ej2πkn/N , for n = 0,1, . . . ,N − 1 2.13

Figure 2.4: OFDM receiver.
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On the receiver side, the flow of the received signal y is shown in Figure 2.4. Initially,

a quadrature oscillator is responsible for synchronously sampling the received signal. This

is followed by the signal passing through an Anolog-to-Digital Converter (ADC) and a

Low-Pass Filter (LPF). The real and imaginary parts are then combined into a vector.

This vector, along with the CP, is used for synchronization through correlation, a process

not depicted in the diagram. Subsequently, the CP is removed, and the signal becomes

the input for a Discrete Fourier Transform (DFT), which transforms the signal from the

time domain to the frequency domain. Each symbol in the frequency domain is mapped

according to the modulation table. A parallel-to-serial converter then recovers the original

message. The received baseband OFDM symbol can be reconstructed using a series of

multipliers, each taking a sub-carrier function as input. By integrating over the symbol

period, the orthogonality of the sub-carriers ensures that they do not interfere with each

other. Excluding all impairments due to channel noise, Equation 2.14 describes the re-

ceived OFDM symbol in the time domain, sampled at intervals of t = nTs (BARRAGAM;

RABAÇA, et al., 2020; SKLAR, 2020).
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y[n] =
1

N

N−1∑
i=0

X[i]ej2πin/N 2.14

By multiplying the received signal y[n]y[n] with the set of sub-carriers, the transmitted

symbols are recovered, as indicated by Equation 2.15. Thus, an N -point DFT (Discrete

Fourier Transform) is the technique employed in the reception process.

Y [k] =
N−1∑
n=0

(
1

N

N−1∑
i=0

X[i]ej2πin/N

)
e−j2πkn/N = X[k] 2.15

Synchronization The orthogonality of sub-carriers guarantees that ISI is mitigated.

To keep orthogonality, the received OFDM symbols have to be sampled synchronously,

in both time and frequency. Time synchronization means that the exact beginning of

the OFDM symbol is detected. The effect of synchronization errors can be examined

considering the FFT of the received OFDM time-domain symbol (MORELLI; KUO;

PUN, 2007). As described in Akamine (2011), the Equation 2.16 stands the reception

of the k-th sub-carrier taking ϵt as the normalized time error. The received samples are

sampled in the time n+ εt that is not the correct start point of the OFDM symbol.

Y [k] =
1

N

N−1∑
n=0

x[n+ εt]e
−j2πnk/N

=
1

N

N−1∑
n=0

(
N−1∑
p=0

X[p]ej2π(n+εt)p/N

)
e−j2πnk/N

2.16

The result of the terms expansion of Equation 2.16 is shown in Equation 2.17, and its

last term can be rewritten as the finite sum of exponentials. This substitution allows one

to analyze the cases where p = k or p ̸= k, i.e. when the frequency of transmitted signal

is the same of the sampling and when it is not, respectively.

Y [k] =
1

N

N−1∑
p=0

X[p]ej2πεtp/N
N−1∑
n=0

ej2π(p−k)n/N 2.17

Considering Equation 2.18, if p ̸= q the result is 0. If p = q, the form is indeterminated,

and can be calculated through L’Hospital rule. Taking the limit of p → k and applying

the rule results in N .
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N−1∑
n=0

ej2π(p−k)n/N =
1− ej2π(p−k)

1− ej2π(p−k)/N

=
−ejπ(p−k)(ejπ(p−k) − ejπ(p−k))

−ejπ(p−k)/N(ejπ(p−k)/N − ejπ(p−k)/N)

=
sin [π(p− k)]

sin [π(p− k)/N ]
ejπ(p−k)(N−1)/N

2.18

This analysis results in Equation 2.19. Thus, a time synchronization error with sam-

pling inside the cyclic prefix will not cause loss of orthogonality between sub-carrier,

however it will cause a phase shift of the received signal.

Y [k] = X[k]ej2πkεt/N 2.19

Channel estimation Channel estimation is a necessary step to compensate for the

distortion caused by the signal transmission through the wireless channel. The techniques

of channel estimation can be classified into two categories: the ones that utilize training

symbols, and the ones that do not. Training symbols are defined in the communication

protocol, so they are known both to the transmitter and receiver (SKLAR, 2020).

Least-squares The LS method proposes that the estimated channel response ĤLS

is obtained from the solution of an optimization problem. To do so, a cost function JLS

is defined as the difference between the training signal received and the known training

symbol multiplied by the estimated channel response. This is indicated in Equation 2.20.

JLS(ĤLS) = ∥Ŷ −XĤLS∥2 2.20

The estimated channel response that minimizes the error is obtained by differentiating

JLS with respect to Ĥ, equaling the result to zero, and solving to Ĥ. The resulting

estimated channel response is denoted as ĤLS. Assuming that the received signal is ICI-

free, the responses can be estimated for each sub-carrier that contains a training symbol,

as expressed in Equation 2.21.

ĤLS[k] =
Y [k]

X[k]
, k = 0,1,2, . . . ,N − 1 2.21
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Minimum mean square error The MMSE method is another technique exten-

sively used for channel estimation in OFDM systems (VAN DE BEEK et al., 1995). As

described in Cho (2010), it can be formulated by minimizing the squared error function

between the real channel matrix and the LS estimation. Moreover, statistically, it is a

linear estimator based on the Bayesian hypothesis that the transmitted signal is ran-

dom in nature (JAGANNATHAM, 2016). The channel estimation response is denoted

as ĤMMSE, and the cost function is expected value of the mean squared error, given by

Equation 2.23, with use of Equation 2.22. The matrix WMMSE is a weight matrix to be

determined through minimization process.

ĤMMSE = WMMSEĤLS 2.22

JMMSE = E
{
∥H−WMMSEĤLS∥2

}
= E

{
∥H− ĤMMSE∥2

}
2.23

After mathematical development, the weight matrix WMMSE is given Equation 2.24,

where RĤLSĤLS
is the autocorrelation of the LS estimation, and RHĤLS

is the cross-

correlation between the true channel and the LS estimation.

WMMSE = RHĤLS
R−1

ĤLSĤLS
2.24

The MMSE estimation of the channel is given by Equation 2.25. As can be noted,

besides the increase computational complexity, especially because of the matrix inversion,

the MMSE has the drawback of the noise knowledge necessity represented by the ratio of

the noise variance and pilot tones variance.

ĤMMSE = RHĤLS

(
RHH +

σ2
n

σ2
x

I

)−1

ĤLS 2.25

Simulations An OFDM system simulation provides a way to visualize each step in

the signal flow. Figure 2.5 shows the pilot and data grid for one symbol in an OFDM

system with 64 sub-carriers and 17 pilots. A perfect synchronization timing and phase

synchronization was assumed. In the simulation, one frame is compound by one symbol,
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Figure 2.5: Pilot and data grid for one symbol.

Pilot

Data

Reference: The Author (2023).

Figure 2.6: Received symbols, y[n], and data symbols after equalization by using the

MMSE estimation method, ŷ[n].

Reference: The Author (2023).

transmitted through the wireless channel, considering the QPSK modulation mapping for

data symbols, and BPSK for pilots.

Figure 2.6 shows the received symbols, y[n], and data symbols after equalization by

using the MMSE estimation method, ŷ[n]. To equalize the points, the MMSE method

for channel estimation were adopted, for and SNR = 20 dB. The channel was created

following Clarke’s model (CLARKE, 1968). By this approach, any received signal that

travelled through the wireless environment is considered as the final result of a sum of

an infinite quantity of scatters. Thus, the received signal can be modelled as a Gaussian
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random variable, by means of the central limit theorem. The samples of the channel are

described by Equation 2.26, with Gaussian variables described by Equation 2.27. In the

AWGN case, h = 1. In the flat fading case, Ltap = 1, and in the frequency-selective case,

Ltap = 10 taps was used in this simulation.

The spline interpolation method was adopted to interpolate the channel response after

estimation at pilot’s subcarriers.

hRay = σ(X1 + jX2)

=
1√
2
(X1 + jX2) 2.26

Xi ∼ N (µ,σ2), with µ = 0, σ = 1, i = 1,2 2.27

Figure 2.7 shows the Eb/N0 vs. Symbol Error Rate (SER) performance considering

the AWGN channel, and for the ideal estimation, i.e. estimation by using the true channel

information, LS, MMSE estimations, and the theoretical curve for the QPSK modulation.

As can be seen, the LS performance is worse compared with MMSE. In fact, as described

by Cho (2010), the Mean Squared Error (MSE) performance of LS is inversely proportional

to the Signal-to-Noise Ratio (SNR). The MMSE performance is near the theoretical at

the cost of channel statistics knowledge and increased complexity.

Figures 2.8a and 2.8b presents the BER curves for the flat fading and frequency-

selective case, respectively. In the flat fading case, the time delay dispersion of the channel

is less than the symbol duration. If the time delay dispersion of the channel is greater

than the symbol duration, the transmitted signal will suffer a frequency-selective fading.

2.2 Main Topics on Deep Learning

2.2.1 The Artificial Neuron

Neural networks are computational models with decentralized processing, scattered

around multiple computational units known as neurons (or units). The basic structure of

neural networks is the artificial neuron. The model was introduced by Rosenblatt (1958) as

the first model for supervised learning, and it is generally represented by Figure 2.9. This

model is also known as perceptron or Rosenblatt’s neuron. The training set {y(n),d(n)}Nn=1
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Figure 2.7: BER curves for ideal channel estimation, LS, MMSE, and theoretical curve

for the AWGN channel model case.

Reference: The Author (2023).

is composed by the vector of training samples y(n) and the respective vector of target

values, d(n). Each sample is processed as a weighted average and the result for neuron

j is assigned to the variable vj. The result yj(n) is the input to the activation function

φ(·). There are several choices for the activation function, each with a proper function

inside the network. Common choices are the rectifier linear unit (ReLU) and the sigmoid,

shown in Figures 2.10a and 2.10b, respectively (CHOLLET, 2018).

The resemblance with the biological neuron stems from the synapse. In the artificial

neuron, this is modelled through the activation function. Depending on the input value,

the application of this function will trigger a threshold and result in a numerical value

that holds a meaning in the network. For example, a negative input value and ReLU

activation function will deactivate the neuron in the network, since the result is zero.

Usually, learning methods are based on minimizing a cost function as defined by

Equation 2.28, where e(n) represents the error at time n for the neuron j. The set C

contains all neurons. The average error is given by Equation 2.29. The error is a function
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Figure 2.8: BER curves for ideal channel estimation, LS, MMSE, and theoretical curve

for the Rayleigh channel model case.

(a) Rayleigh flat fading.

(b) Rayleigh frequency-selective case.

Reference: The Author (2023).
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Figure 2.9: Signal processing diagram of an artificial neuron (or unit).

Reference: The Author (2023).

Figure 2.10: Common activation functions.

(a) ReLU. (b) Sigmoid.

Reference: The Author (2023).

of the synaptic weight vector. Thus, by differentiating with respect to the synaptic weight

and using the steepest descent method, the weights updates towards minimizing the error

are obtained.

E(w) =
1

2

∑
j∈C

e2j(n) 2.28
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Ē(w) =
1

N

N∑
n=1

E2(n) 2.29

2.2.2 The Back-Propagation Algorithm

To extract feature information, neural networks require training with a substantial

set of data. Training by using given data is defined as supervised learning. The training

date comprehends a pair of vectors: the input signal and the expected output. The back-

propagation is a well-established algorithm for supervised learning, and it is derived as

follows (HAYKIN, S. S., 2009).

The Method of Steepest Descent Deep learning training methods generally rely on

gradient methods for unconstrained optimization, i.e., an optimization problem stated as

the minimization of the cost function with respect to the weight vector.

The class of algorithms to solve the unconstrained optimization problem explore the

idea of local iterative descent. These methods start with an initial guess and, after each

iteration, the calculated mean squared error for the updated weight vector is less than

for the previous step. Eventually the algorithm converges to the optimal solution, if

precaution regarding parameter are taken.

The method of steepest descent applies successive adjustments to the weight vector

in the opposite direction to the gradient vector ∇E(w). The updated value is given by

Equation 2.30, where η is the learning-rate parameter. In practice, η acts as a measure

of memory or information retention. The larger its value, the more iterations informa-

tion from a neuron is retained, and consequently, the slower the convergence rate of the

training. A positive value guarantees that the cost function decreases as the algorithm

progresses. However, the choice is important for stability: if it exceeds a critical value, the

algorithm will diverge. In the same way, a small or large value will produce an overdamped

or underdamped trajectory, respectively.

w(n+ 1) = w(n)− η∇E(w(n)) 2.30

In general terms, the error back-propagation is a signal processing method that consists

of two sequential steps, as depicted in Fig. 2.11. The first is the forward propagation.

The input signal vector propagates layer by layer until it reaches the output layer. At the
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end of each layer, the local output is the result of logistic regression with fixed weights.

The obtained output vector at the end of the network and the expected output are used

to calculate the error signal, which is essential to the second step of the algorithm named

backward propagation. The error signal flows in the network in the backward direction

and is utilized to adjust the weights in order to obtain the expected output.

Each layer in the network has a defined quantity of neurons or units. The deep

neural network is composed of multiple layers additionally to the input and output layers,

denoted as hidden layers.

Figure 2.11: Signal flow in the back-propagation algorithm.

Reference: The Author (2023).

The training process by back-propagation is based on the gradient descent algorithm

principle. The algorithm comprehends the following steps:

1. Initialization: weights are initialized by using random values of a uniform distribu-

tion.

2. Training data presentation: an epoch of training data is presented to the network.
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Some mathematical treatment should be performed to the data, as batch normal-

ization.

3. Forward calculation: for each sample, the induced local field for neuron j of layer l is

given by Equation 2.31. For i = 0, the input is y
(l−1)
0 (n) = +1, and w

(l)
j0 (n) = b

(l)
j (n)

is the bias.

v
(l)
j (n) =

m∑
i=0

w
(l)
ji (n)y

(l−1)
i (n) 2.31

If the neuron pertains of a hidden layer, the output of the neuron is obtained by

Equation 2.32. If it is a neuron from the input layer, the output is the value of the

input vector as indicated in Equation 2.33. If is is a neuron from the last layer L,

the output is the assigned to the output variable oj(n), following Equation 2.34.

y
(l)
j (n) = φj(vj(n)) 2.32

y
(0)
j (n) = xj(n) 2.33

y
(L)
j (n) = oj(n) 2.34

The error signal is calculated using the desired value for the neuron j and observation

n, given by Equation 2.35

ej(n) = dj(n)− oj(n) 2.35

4. Backward computation: firstly, the local gradient is calculated as indicated by Equa-

tion 2.36, depending with it is a neuron from a hidden or the output layer.

δ
(l)
j (n) =

φ′
j(v

(l)
j (n))

∑
k δ

(l+1)
k (n)w

(l+1)
kj (n) if j is from hidden layer l

e
(L)
j (n)φ′

j(v
(L)
j (n)) if j is from the output layer L

2.36

After that, the weights are updated for the next iteration n+1 as given by Equation

2.37.

w
(l)
ji (n+ 1) = w

(l)
ji (n) + α[w

(l)
ji (n− 1)] + ηδ

(l)
j (n)y

(l−1)
i (n) 2.37

The parameter η is the learning rate, that speeds up or down the velocity of learning

retaining. The parameter α is the momentum constant, usually set in the interval

0 ≤ |α| < 1 (HAYKIN, S. S., 2009).

5. Iteration: continue the forward and backward calculations with new epochs of ob-

servations until the chosen stop criteria is met.
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2.2.3 Network Architectures

The network architecture is defined as the structure of the networks, i.e. how many

layers, the quantity of neurons in each layers, and the way neurons are connected. Neural

networks exhibits high capability of customization through different architectures. The

characteristics of the network are deeply affected by the different ways the hidden layers

are connected and arranged (GOODFELLOW; BENGIO; COURVILLE, 2016a).

Fully Connected Network

These are probably the most important and applied network architecture for regres-

sion and classification problems. It consists of a series of neurons forward connected, as

exhibited on section of the backpropagation algorithm. In the literature, and in this text

as well, these networks are interchangeably named Multiple Layers Perceptron (MLP).

The main characteristics are (HAYKIN, S. S., 2009; BISHOP, 1995):

1. Smooth nonlinear activation function, although not exclusive for fully connected

networks.

2. One or more hidden layers: as the minimum to satisfy the universal approximation

theorem, i.e. the sufficiency to compute an approximation to the target function

given the input data.

3. Full connectivity between subsequent layers: as this type of network process vector

data, they are invariant to local relationship. They assume no specific structure,

aiming on classify or regress considering the scattered characteristics of input data.

Fully connected networks contrast with convolutional networks in the extraction of

local versus scattered, or global, characteristics. This is their main difference when con-

sidering features detection.

Convolutional Neural Networks

The CNN has emerged as a powerful paradigm in the field of artificial intelligence,

revolutionizing various applications such as image recognition, computer vision, and nat-

ural language processing. It can be traced back to the 1960s, with the introduction of

simple neural network models. However, it was not until the late 1980s that the concept
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of convolutional layers was first introduced. Lecun et al. (1998), laid the foundation for

CNNs with the LeNet-5 architecture in 1998. LeNet-5 was designed primarily for hand-

written digit recognition and featured convolutional layers, subsampling layers, and fully

connected layers.

Figure 2.12: Convolutional layer diagram.

Input Layer
Convolutional Layer

Kernels

Reference: The Author (2023).

Figure 2.12 shows the fundamental block of CNNs denominated as convolutional layer.

The input data for the convolution operation is depicted as an image with three channels,

but in general it could any n-dimensional array.

As said early, CNNs were initially developed to address the challenges associated with

image recognition tasks. Fully connected neural networks struggled with these tasks due

to the large number of parameters and the inability to capture local patterns and spatial

hierarchies effectively. CNNs, with their convolutional layers, proved to be particularly

adept at handling image data by exploiting spatial hierarchies through the use of shared

weights and local receptive fields.

One of the early problems CNN aimed to solve was the recognition of handwritten

digits. LeNet-5, as mentioned earlier, achieved significant success in this domain. How-

ever, the scope of CNNs quickly expanded beyond digit recognition to broader image

classification tasks. The ability of CNNs to automatically learn features from raw pixel

values made them applicable to a wide range of visual recognition problems.

Distinct Features of CNNs CNNs distinguish themselves from traditional neural

networks through several key features. These features contribute to their success in han-

dling spatially structured data, such as images. The fundamental building block of CNNs
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is the convolutional layer. Unlike fully connected layers in traditional neural networks,

convolutional layers use local receptive fields to scan input data. This local connectivity

allows CNNs to capture spatial hierarchies and learn localized patterns, making them

particularly effective for image-related tasks.

Considering that V , H, and C are the vertical dimension, horizontal dimension, and

the quantity of channels of a 3D image (that can be Red, Blue, and Green (RGB)),

the image is denoted as Ximage ∈ RV×H×C . The trainable parameters are the kernels

(or filters) K ∈ RKV ×KH×C , with (KV , KH) determining the kernel size. The result of

the convolution operation for image position coordinates (i,j) and kernel f is given by

Equation 2.38. Note that each filter must have the number of channels as the input image.

[conv(Ximage,K)]i,j,f =

KV −1∑
v=0

KH−1∑
h=0

C−1∑
c=0

[K]v,h,c[Ximage]i+v,j+h,c 2.38

Generally, several kernels are deployed, i.e. f ∈ {0,1, . . . ,F − 1}, where F is the

quantity os kernels. The output of each layer is the activation function applied to the

convolutional (conv) operation, expressed by Equation 2.39, where bf ∈ R are the biases

for each filter (ZHANG et al., 2023).

[conv(Ximage,K)]i,j,f = φ([conv(Ximage,K)]i,j,f + bf )

= φ

(
KV −1∑
v=0

KH−1∑
h=0

C−1∑
c=0

[K]v,h,c[Ximage]i+v,j+h,c + bf

)
2.39

Shared Weights and Parameter Sharing As the information process in CNNs

are locally processed by isolating a region, the number of parameters is drastically re-

duced. The consequential diminution in parameters bears the concomitant consequence

that the features generated exhibit translation invariance, constricting the layer’s capac-

ity to assimilate non-local information when ascertaining the value of each concealed

activation. The efficacy of the learning process is contingent upon the imposition of an

inductive bias. In instances where this bias aligns harmoniously with empirical reality, the

resultant models manifest proficiency in sample efficiency and apt generalization to novel

data instances. Conversely, in scenarios where such biases deviate from reality, such as

instances where images lack translation invariance, the models may encounter difficulties

in adequately accommodating the training dataset (ZHANG et al., 2023). As will be seen
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Figure 2.13: Max pooling operation with 2× 2 windows size. The shaded area means the

input data for max pooling calculation, i.e. max(2,0,7,4) = 7.

Max Pooling

Reference: The Author (2023).

later, this is the case when wireless channel responses are processed as images but build

by simulation without considering the correlation between adjacent symbols.

Pooling Layers Pooling layers play a vital role in downsampling the spatial dimen-

sions of the input data. Pooling is typically performed using operations such as max

pooling, as depicted by Fig. 2.13, or average pooling. This layer allows the network to

focus on the most salient features while discarding less important information. Pooling

helps make the network more robust to variations in input and reduces computational

complexity (ZHANG et al., 2023).

Brief summary on evolution of CNNs and current state-of-the-art Since the in-

troduction of LeNet-5, CNN have undergone significant evolution, fueled by advancements

in hardware, larger datasets, and more sophisticated architectures. Notable milestones

include the AlexNet proposed by Krizhevsky, Sutskever, and Hinton (2012), which won

the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 2012, and the VG-

GNet, presented by Simonyan and Zisserman (2014), known for its deep architecture with

small 3x3 convolutional filters.

The introduction of ResNets by (HE et al., 2016) marked a breakthrough in train-

ing very deep neural networks. ResNets addressed the vanishing gradient problem by

introducing skip connections, allowing the model to learn residual functions. This inno-

vation enabled the training of extremely deep networks with hundreds of layers, leading

to improved performance.

The vanishing gradient problem occur during network training when the desired cur-

rent response depends on input from the distant past. Due to multiple nonlinearities, a
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tiny alteration in an input from far back in time might have little to no impact on the

training of the network. This problem can occur even when a significant change in a

distant input affects the network, but this effect isn’t captured by the gradient. Conse-

quently, the vanishing gradients issue complicates or even renders nearly impossible the

learning of long-term dependencies in gradient-based training methods in some situations

(HAYKIN, S., 2009).

The ongoing research in CNN continues to explore novel architectures, regularization

techniques, and training strategies. Techniques like transfer learning and fine-tuning

pretrained models on specific tasks have become common practices, enabling effective use

of CNN even with limited labeled data.
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Chapter 3

Fully Connected Networks for

Channel Estimation

A depth discussion of deep learning applied to channel estimation is presented in

this chapter. Its purpose is to analyze how different channel models behave for a set

of layers networks. Generally when direct application of deep learning are considered,

they are mostly deploy as a black box, without further discussion about its internals

mechanisms of learning. Here, an attempt on the other direction is tried, i.e. in the sense

of understanding the key functional components of the channel model and its relation

with the learning process of neural networks.

3.1 Introduction

As discussed on Chapter 2, FC-DNN are powerful models capable of approximating

complex non-linear functions. The architecture of a fully connected neural network con-

sists of interconnected layers of neurons, each employing non-linear activation functions.

Through a process of forward propagation, the input data passes through these layers,

where each neuron applies a transformation to the input based on its weights and biases.

As a result, the network learns to model the input-output relationship, capturing intricate

non-linearities within the data. By adjusting the weights during training via techniques

like backpropagation and gradient descent, the network refines its approximation, grad-

ually minimizing the difference between predicted and actual outputs. This iterative

process allows the neural network to effectively approximate and represent non-linear
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functions, enabling it to learn and generalize from complex data patterns.

In wireless communications systems, channel estimation is vital for accurately deter-

mining the characteristics of the communication channel. FC-DNNs offer a promising

avenue for this task, as they excel in approximating non-linear functions, which are inher-

ent in the complex and dynamic nature of wireless channels. By leveraging their ability

to capture non-linear relationships, fully connected networks can learn the intricate map-

pings between transmitted and received signals, facilitating the estimation of channel

parameters. These networks process the received signals through layers of interconnected

neurons, adjusting their weights to minimize the error between the predicted and ac-

tual channel characteristics. Through extensive training on diverse channel conditions,

fully connected networks can adapt and generalize, providing robust and accurate esti-

mations of channel properties, even in environments characterized by noise, interference,

and varying signal strengths. This capability holds significant promise for enhancing the

efficiency and reliability of wireless communication systems by enabling more accurate

channel estimation in real time.

3.2 Channel’s Characteristics Extraction

The hidden neurons play a fundamental role in the MLP operation during backpropa-

gation training, since they act as characteristics detectors. This feature is possible because

they realize a non-linear transformation on the input data, mapping it to the so called

characteristics space. Considering the MLP with an input layer of size m0, one hidden

layer with m1 neurons and sigmoid as activation function, and a linear output layer with

m2 = M neurons, the weights will be adjusted by training on minimizing the MSE. Given

that zj(n) is the output of the hidden neuron j due to input data, zj(n) is a non-linear

function of the input layer due to the sigmoid activation. As presented in the previous

chapter, the output of neuron k of the output layer is expressed by Equation 3.1, and the

cost function by Equation 3.2.

yk(n) =

m1∑
j=0

wkjzj(n), where k = 1,2, . . . ,M, and n = 1,2, . . . ,N 3.1

Ē =
1

2N

N∑
n=1

M∑
k=1

(dk(n)− yk(n))
2 3.2
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The difference from the average output value of hidden neurons, Z̃ is defined by Equa-

tion 3.3, where µzj is the average value of the hidden layer. This quantity can be defined

for the desired outputs in an analogue way as D̃, given by Equation 3.4, where µdk is

the average target value. By substituting Equation 3.1 into Equation 3.2 and writing in

matrix form, the Ē can be expressed as in Equation 3.5

Z̃ = (zj(n)− µzj), where j = 1,2, . . . ,M, and n = 1,2, . . . ,N 3.3

D̃ = (dk(n)− µdk), where k = 1,2, . . . ,M, and n = 1,2, . . . ,N 3.4

Ē =
1

2N
∥D̃−WZ̃∥2 3.5

The minimum of Ē is found after solving the linear minimum squares problem of

Equation 3.5, given by Equation 3.6, where the superscript + means the Moore-Penrose

inverse, or equivalently, the pseudo-inverse matrix. The minimum average error is given

by Equation 3.7, where tr{·} is matrix trace operator (HAYKIN, S. S., 2009).

W = D̃Z̃+ 3.6

Emin =
1

2N
tr
{
D̃D̃T D̃Z̃T (Z̃Z̃T )+Z̃D̃T

}
3.7

As the matrix D̃ is fixed, i.e. the target values doesn’t change during training, the

cost function Ē is minimized with respect to the weights when the discriminant function

D given by Equation 3.8 (WEBB; LOWE, 1990). The matrices Cb and Ct are given by

Equations 3.9 and 3.10, respectively. The interpretation of these matrices help to acquire

intuition of how the FC-DNN learns through solving an optimization problem.

The matrix Cb is the weighted covariance matrix of the hidden layer output, and

Ct is covariance matrix of the hidden layer output. So, the MLP will maximize the

discriminant that is the trace of a product between the weighted covariance matrix, and

the pseudo-inverse of the covariance matrix (BISHOP, 1995; HAYKIN, S., 1998).

D = tr
{
CbC

+
t

}
3.8

Cb = Z̃D̃T D̃Z̃T 3.9

Ct = Z̃Z̃T 3.10
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3.3 AWGN Channel Case

In this section, the AWGN channel case is considered. The objective is to design a

neural network estimator whose input is a vector composed by the real and imaginary

parts of the received pilots, and the output is a denoised estimation of the pilots.

In order to train the neural network, training and validation data consisting of sim-

ulated OFDM symbols must be obtained by some method. The Fig. 3.1 shows the sim-

ulation scheme to obtain the training set for the proposed neural network. The flow of

the simulation starts with the generation of random data bits. After being converted to

modulated symbols in the frequency domain, they pass through the S/P converter, IFFT,

insertion of CP and channel model. In this step, the channel coefficients are exported for

training. In the case of AWGN channel, the Equation 3.11 gives the coefficients for the

AWGN channel, i.e., the unity, which means that only additive gaussian white noise im-

pairs the transmitted signal. Although it is not the common OFDM application scenario,

this case helps to acquire intuition in the problematic.

h(n) = 1 + 0j, ∀n 3.11

The FC-DNN utilized for the channel estimation in the AWGN case is show on Fig. 3.2.

For the simulated case, it was considered a FFT size of 64, a CP length of 1/8, and all

subcarriers being used. Each OFDM symbol was simulated with n = 17 pilots, following

a comb-type arrangement, with a pilot symbol inserted every four data symbols. The

input layer comprehends a column vector stacking the real and imaginary parts of the

LS estimated channel, denoted as Ĥpi
LS, where i is the pilot index, resulting in a 34 × 1

vector. The hidden layer is composed by 8 neurons, with a ReLU activation layer. The

output layer has dimension 34×1, giving the real and imaginary parts of the channel. The

training was realized applying the Root Mean Square Propagation (RMSprop) optimizer,

and a learning rate η = 1 × 10−4. The training set size was 25 000 samples, for 100

epochs. The network was trained only with SNR = 8dB data. Those values are obtained

empirically after testing different combinations.

The output of the FC-DNN is interpolated to expand the channel coefficients for the

all subcarriers.
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Figure 3.1: Creation of the training set by simulation.
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Reference: The Author (2023).

3.3.1 Uncoded Case – Simulation Results

The uncoded results comparing different channel estimation methods are shown in

Fig. 3.3, with the following curves: channel estimation with the true channel, the LS

method, FC-DNN, and the theoretical uncoded QPSK curve. As can be noted, one

hidden layer composed by few neurons with respect to the input and output layers is

sufficient to reach the theoretical uncoded performance.

This is much because of the stability of the target dataset, making this mapping

problem between impaired LS estimated data and the true channel possible to be solved

with only one layer. The size of the inner layer was obtained empirically. Generally, the

process to reach the size of the network is trial and error, and once the desired performance

is obtained, it is possible to apply some technique to performance a network pruning.

This case implements a denoise network, by means of what is known as the autoencoder
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Figure 3.2: FC-DNN for channel estimation on AWGN channels.

1st hidden
layer

Input layer Output layer

Reference: The Author (2023).

network architecture, characterized by hidden layer with less neurons than external layers,

i.e. input and output layers. This architecture made by a narrow structure followed by

and expansion is designed to extract latent information. The idea behind the autoencoder

is slightly different, because it goes beyond the network only. It is a network trained to

learn a not perfect mapping from input to output. The consequence of this strategy is a

network that is able to deal with noisy data, regressing noisy samples to the same data

without noise (BOURLARD; KAMP, 1988; GOODFELLOW; BENGIO; COURVILLE,

2016b).

The hidden layer guarantees the non-linear mapping by the universal approximation

theorem. In summary, the theorem states that one hidden layer, with an activation func-

tion φ(·), nonconstant, bounded, and monotone-increasing continuous, and considering

αi, bi, and wij, where i = 1, . . . ,m1, and j = 1, . . . ,m0, is sufficient to compute an ap-

proximation of a continuous function f from a training set to a desired target output.

It is stated as represented by Equation 3.12 and Equation 3.13. There is a ϵ > 0 value

bounding the difference between the true function and the approximation. One should
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Figure 3.3: BER curves comparing the FC-DNN improving LS estimation in AWGN

channel.

Reference: The Author (2023).

note that the theorem doesn’t state about this being the optimal approximation in the

sense of generalization, implementation, etc. It just guarantees sufficiency.

F (x1, . . . ,xm0) =

m1∑
i=1

αiφ

(
m0∑
j=1

wijxj + bi

)
3.12

|F (x1, . . . ,xm0)− f(x1, . . . ,xm0)| < ϵ, ∀x1, . . . ,xm ∈ X 3.13

Impact on the number of pilots

The impact on the improved estimation when the number of pilots signals is less

than used on training was simulated. The number of pilots in an OFDM system plays a

crucial role in channel estimation, impacting the trade-off between estimation accuracy

and overhead. In this direction, it is important to analyze the reduction of pilots, aiming

for efficient utilization of resources, and enabling the neural network to achieve near-

theoretical performance even with a reduced number of pilots per symbol. The advantage

37



3.3. AWGN Channel Case

of fewer pilots per symbol not only reduces overhead but also potentially enhances spectral

efficiency.

The Fig. 3.4 shows the results when 6, 10, and 17 pilots are utilized. The simulations

shows that even with a reduction of 35.29% pilots, the Eb/N0 increase for the same SER

was 0.3 dB. This pilot reduction represents an increment of 18 data bits/symbol.

As compared to traditional channel estimation methods, the computational complexity

of neural network-based approaches may vary, depending on the number of neurons in

the network.

Figure 3.4: Comparative analysis of performance with different number of pilots.

Reference: The Author (2023).

3.3.2 Coded Case Using LDPC – Simulation Results

The impact of channel coding can be object of investigation when the channel esti-

mation is performed by neural networks. As the FC-DNN estimation depends only on

pilots information, intuitively, it should be resilient to channel coding. In this section,

the OFDM using Low-Density Parity Check (LDPC) as the channel coding strategy is
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investigated. The theory on LDPC is not detailed here, but it can be referenced to Ryan

and Lin (2009), and further applications as proposed by Pais et al. (2021), and Jerji and

Akamine (2019).

Figure 3.5 shows the compared BER performance of Zero-Forcing Equalizer (ZF)

equalization with interpolation and LDPC coding, and FC-DNN estimation, followed

by interpolation with LDPC channel coding. As exhibited, the neural network estimation

of pilots values surpassed the interpolation method, demonstrating its ability to denoise

data through training.

Figure 3.5: SNR vs. BER comparing the theoretical curve, ZF equalization with interpo-

lation and LDPC, and FC-DNN estimation and LDPC.

Reference: The Author (2023).

3.4 Rayleigh Channel – Simulation Results

The statistical nature of the Rayleigh fading channel demands many more neurons and

layers to acquire information about the channel through training. Moreover, it would be

significantly more challenge to estimate the Channel Impulse Response (CIR) than classify
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the bits directly. This can be seen as the interpretation of early result on covariances

matrices. When the Rayleigh’s CIR is tried to be learned, specially in the fast fading

case, the lack of constant classes and rapid variations difficult the learning. When the

bits are directly learned, for each training step there are only two classes, i.e. bit 0, or

bit 1. Ye, Li, and Juang (2018) proposed the direct estimation of channel and signal

detection for the WINNER II channel model (KYOSTI, 2007). Here, an analog scheme

is utilized, but the contribution is to apply it to the Rayleigh frequency-selective channel

case aiming to reduce the number of hidden neurons.

Figure 3.6: FC-DNN for channel estimation on Rayleigh channels.

OFDM Symbol
Pilot

Data

Reference: The Author (2023).

To achieve the implicit channel estimation and transmitted bits detection directly, the

network showed in the diagram of Fig. 3.6 was utilized. The input of the network is a

stack of real and imaginary parts of a symbol made of pilots and a symbol of data, and the

pilot arrangement that was utilized is the block type. In the case of 64 used subcarriers,

the stack of real and imaginary parts has size 128 × 1, and stacking a pilot symbol and

data symbol results in an input of size 256 × 1. The input vector arrangement is shown

in Equation 3.14. This input is normalized. After normalization, the signal follows three

hidden layers with 500, 250, and 120 neurons, respectively. This network was denominated

Net-1. For all hidden layers, the neurons have ReLU activation functions. The output
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3.4. Rayleigh Channel – Simulation Results

layer has the sigmoid function as activation, and the backpropagation algorithm is utilized

to train the data towards the transmitted bits. The Table 3.1 shows the layers sizes and

learnable parameters, i.e. weights and biases. This networks comprehends a total of

285 800 learnable parameters that were fitted by training.

X =


Re{p}

Im{p}

Re{xo}

Im{xo}

 3.14

The results for the proposed implicit channel estimation and signal detection are shown

on Fig. 3.7. The SNR range considered was from 5 to 25 dB. As can be seen, the

FC-DNN achieves the MMSE performance for the range of 0 dB to 15 dB, and a slightly

degradation with respect to MMSE for 20 and 25 dB. The training was realized using the

RMSprop optimizer, for a maximum number of 13 epochs, a mini batch size of 10, and

L2 Regularization of 0,003.

Figure 3.7: BER curves comparing the MMSE, and FC-DNN for estimation and detection.

Reference: The Author (2023).
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Table 3.1: Net-1 architecture. Total of learnables parameter: 285 800.

Layer Type Activations Learnable Properties Number of Learnables

1 Input 256 - 0

2 Fully Connected 500
Weights: 500× 256

Bias: 500× 1
128 500

3 Fully Connected 250
Weights: 250× 400

Bias: 250× 1
125 250

4 Fully Connected 120
Weights: 120× 150

Bias: 120× 1
30 120

5 Fully Connected 16
Weights: 16× 80

Bias: 16× 1
1 936

6 Regression Output 16 - 0

Reference: The Author (2023).

Table 3.2: Net-2 architecture. Total of learnables parameter: 176 300.

Layer Type Activations Learnable Properties Number of Learnables

1 Input 256 - 0

2 Fully Connected 400
Weights: 400× 256

Bias: 400× 1
102 800

3 Fully Connected 150
Weights: 150× 400

Bias: 150× 1
60 150

4 Fully Connected 80
Weights: 80× 150

Bias: 80× 1
12 080

5 Fully Connected 16
Weights: 16× 80

Bias: 16× 1
1 296

6 Regression Output 16 - 0

Reference: The Author (2023).
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A second network was empirically designed with a reduced number of neurons, as ex-

hibited by Table 3.2, with hidden layer sizing 400, 150, and 80 neurons. The total number

of learnable parameters for Net-2 was reduced to 176 800. The same training parameters

of Table ??, were utilized for both Net-1 and Net-2. As exhibited by Fig. 3.8, the com-

pared performance between Net-1 and Net-2 were identical, however, Net-2 performed

better for 20 and 25 dB. In the case of less learnable parameters performing better, the

additional neurons were retaining noisy information of the training set, or idiosyncrasies,

i.e. specific characteristics for the current training samples that will negatively impact

the generalization.

Figure 3.8: BER curves comparing the MMSE, and FC-DNN for estimation and detection.

Reference: The Author (2023).

3.5 Chapter Summary

Channel estimation by using FC-DNNs were investigated in this chapter. The analysis

started with the interpretation of how neurons retain channel knowledge through training.

When the LS estimation is used as input to the network, and the true channel is used as
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3.5. Chapter Summary

target, the network will retain information in the neurons about their difference solving

an optimization problem that maximize the trace of a matrix given by the product of

the weighted covariance matrix of the hidden layer output, and the covariance matrix

of the hidden layer output. Then, a network architecture based on the autoencoder

problem was utilized for channel estimation through denoising the AWGN case, achieving

theoretical performance. For the Rayleigh channel case, and considering a block type

pilots arrangement, a FC-DNN was used to estimate each eight data symbols, and reaching

the MMSE performance.
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Chapter 4

Convolutional Neural Networks for

Channel Estimation

4.1 Introduction

As discussed before, CNNs represent a groundbreaking advancement in the field of

deep learning, specifically tailored for tasks involving image and video data. Unlike tra-

ditional FC-DNN, which connect every neuron in one layer to every neuron in the next,

CNNs incorporate a more specialized architecture that takes advantage of the spatial rela-

tionships present in visual data, as explained in Chapter 2. One key distinction between

CNNs and FC-DNNs lies in their approach to handling input data. While FC-DNNs

treat input as a one-dimensional vector, CNNs operate on multidimensional data, such

as images, by utilizing convolutional layers. These layers consist of filters or kernels that

scan the input data, enabling the network to learn hierarchical features such as edges, tex-

tures, and patterns. In this sense, when dealing with channel estimation, this is the first

step in design that needs to be treated: how wireless channel data can be conveniently

transformed to suit the CNN architecture, and take advantage of its characteristics?

The notion of channels is a crucial concept in answering this question. In the context

of images, a channel represents a specific aspect of the data, such as color or intensity.

Traditional grayscale images have one channel, while RGB images have three (Red, Green,

and Blue). Applying this idea for channel estimation, each channel holds the real and

imaginary parts of the signal data. CNNs are designed to operate seamlessly with multi-

channel data, allowing them to capture intricate details and relationships within each
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channel, facilitating more effective feature extraction.

Regarding training, the backpropagation algorithm, the fundamental component of

training neural networks also presented before, is also adapted for CNNs. In the context of

CNNs, the backpropagation algorithm is applied to both the convolutional layers and the

subsequent fully connected layers, fine-tuning the network’s ability to recognize complex

patterns within the input data.

In summary, CNNs revolutionize the way neural networks process visual data by lever-

aging specialized layers, adapting the backpropagation algorithm, and efficiently handling

multi-channel input through the concept of channels. This architecture has proven highly

effective in various image processing application, making CNNs a cornerstone in the realm

of deep learning, and in this chapter their applicability on learning characteristics of the

wireless channel is investigated. This chapter exposes and expands the discussion pub-

lished by the author and collaborators, as can be found on Barragam, Jerji, and Akamine

(2023).

4.2 The Channel Impulse Response as an Image

The idea to use CNNs as a tool for channel estimation is based on the interpretation

of the CIR as an image. This was proposed by Soltani, Pourahmadi, Mirzaei, et al.

(2019), and here, the impulse response is similarly treated as an image, to make use of

the advantages of CNNs. One more time, how the training set is generate by simulation

is a major step to guarantee the appropriate performance on deploy.

The fully benefit from CNNs properties of local detection of characteristics with trans-

lational invariance, the most harsh conditions for the wireless channel can be simulated.

In fact, simulation of the wireless is an extensive area of research, highly dependent on

the application, as mobile user velocity, bandwidth, communication standard that is uti-

lized etc. It is beyond the scope of this work to extensively investigate how to generate

wireless channel responses with high fidelity. However, as these information is the basis

for training, it is very important to focus on the generation of dataset. The scope of the

investigation done with CNN for channel estimation was the frequency-selective channel

case.

As described early, the PDP is necessary for modeling the frequency-selective fading
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4.2. The Channel Impulse Response as an Image

channels. The PDP informs the relative power with respect to the previous path. The

PDP values are shown on Table 4.1 for two profiles proposed by ITU-R in Recommenda-

tion (1997), Vehicular A (VehA), and Pedestrian A (PedA).

The Doppler spectrum refer to the classical model, where it is assumed that the angles

of arrival of the multipath components are uniformly distributed. This leads to a U-

shaped Doppler spectrum, often described as the ”bathtub” shape. The spectrum reaches

its maximum at ±fd,max (the maximum Doppler shift) and tapers off towards zero as the

angle approaches perpendicular to the direction of motion. Mathematically, it is expressed

as exhibited by Equation 4.1, and Fig. 4.1 shows the spectrum for a fd,max = 100Hz.

S(f) =
1

πfd,max

√
1− (f/fd,max)2

for |f | ≤ fd,max and S(f) = 0 otherwise 4.1

Figure 4.1: Classic Doppler spectrum.

Reference: The Author (2023).

Tapped Delay Line (TDL) Model The common form of implementation of the mul-

tipath channel is the TDL. Through this method, the Jake’s model is used to create Nd

multiple mutually independent flat fading generators with a specific power. The block di-

agram of the TDL frequency-selective channel model generator is exhibited in Figure 4.2.

In the diagram, the received signal in time domain x(n) is the input to a delay line with Nd

taps, and also input of a multiplier between the flat fading generator with power hi

√
Pi.
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Table 4.1: Power delay profile for the ITU-R model

Tap PedA VehA Doppler Spectrum

Relative

delay (ns)

Average

Power (dB)

Relative

delay (ns)

Average

Power (dB)

1 0 0.0 0 0.0 Classic

2 110 -9.7 310 -1.0 Classic

3 190 -19.2 710 -9.0 Classic

4 410 -22.8 1090 -10.0 Classic

5 - - 1730 -15.0 Classic

6 - - 2510 -20.0 Classic

Reference: The Author (2023).

After passing through the Nd delays, the resultant in summed giving the received signal

in time domain y(n) (CHO, 2010).

The Vienna Simulator, documented in Rupp, Schwarz, and Taranetz (2016) and

Schwarz et al. (2013), were utilized to create the training samples. The scenarios were

simulated and the following channel matrices were generated: VehA with 50 km/h, VehA

with 100 km/h, and PedA with 1,2 m/s. Fig. 4.3 presents 45 independent training samples

for the frequency-selective channel case, following the VehA PDP, with velocity equals to

50 km/h. In this simulator, the LTE standard is used, and for this reason the number of

subcarriers is 72 with and OFDM frame composed by 14 symbols. The lattice arrange of

pilots is shown in 4.4.

4.3 The Impact of Network Architecture on Estima-

tion

ResNets and DenseNets

An important question that arises on deep learning is how the addition of layers

impact the expressiveness of the network. When additional layers with new connections

and mathematical operations are added, the objective is to make them more expressive

of features, or to more consistently retrieve and keep latent information.
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4.3. The Impact of Network Architecture on Estimation

Figure 4.2: Block diagram of the tap delay line frequency-selective fading channel gener-

ator.

Flat Fading
Generator

Flat Fading
Generator

Flat Fading
Generator

Reference: The Author (2023).

ResNet explore the idea of a new architecture with more layers maintaining at least

the same effectiveness as the original network. This can be seen as follows. Considering F

the class of functions that can be reached by a given network, there is a set of parameters,

i.e. weights and biases, that can effectively represent f ∈ F through training on a

suitable dataset. However, the truth function f ∗, that is tried to be found by solving the

optimization problem given by Equation 4.2, where X is the feature data, and y are the

labels, might not be in F . So, in practice, a representation performing on a given error

tolerance is accepted.

f ∗
F := argmin

f
L(X,y,f) subject to f ∈ F 4.2

It is only possible to guarantee that a new architecture F ′ is more effective in the sense

of arriving in a better outcome if F ⊆ F ′. That is, F should be a nested function class

to increase expressive power of the network (ZHANG et al., 2023). The proposition of He
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4.3. The Impact of Network Architecture on Estimation

Figure 4.3: Heat map of 45 independent samples for VehA channel with speed 50 km/h

(a) Target data

(b) Training data: SNR = 22 dB

Reference: (BARRAGAM; JERJI; AKAMINE, 2023).

et al. (2016) was to add a new block that is trained to map the identity function. The

new block was named as residual block, exhibited in Fig 4.5, and it guarantees that the

new model is as effective as the original. ResNets won the ImageNet Large Scale Visual

Recognition Challenge, in 2015.
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Figure 4.4: Pilot arrangement pattern in frequency and time for an OFDM frame.

OFDM Symbol

S
ub

ca
rr

ie
r I

nd
ex

Pilot

Data

Reference: The Author (2023).

Figure 4.5: Residual block.
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Reference: The Author (2023).

4.4 Simulation Results

4.4.1 CNN

For the fast fading frequency-selective case depicted, the CIR has a larger delay spread

when compared to the symbol period. Consequently, the channel coefficients vary for

adjacent symbols and subcarriers. For a given OFDM frame, in the considered case it

is given by 14 symbols with 72 carriers each, the channel coefficients are uncorrelated
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Table 4.2: CNN architecture. Total of learnables parameter: 410 200.

Layer Type Layer Parameters

1 Image Input 72 × 14× 1, z-score normalization

2 2D Convolution 64, 9× 9, stride [1,1], padding [4,4,4,4]

3 2D Convolution 64, 7× 7, stride [1,1], padding [1,1]

4 2D Convolution 32, 5× 5, stride [1,1], padding [1,1]

5 2D Convolution 64, 7× 7, stride [1,1], padding [1,1]

6 2D Convolution 32, 5× 5, stride [1,1], padding [1,1]

7 2D Convolution 1, 5× 5, stride [1,1], padding [1,1]

8 Regression Output MSE

Reference: The Author (2023).

by hypothesis. For this reason, it is possible to construct independent samples as shown

before in Fig. 4.3.

At first, a CNN was trained to estimate the true channel from noisy data. The network

is exhibited in Table 4.2. It basically consists in the sequence of 2D Conv layer, batch

normalization, and ReLU activation. As this is considered a regression problem, the last

layer is the linear output. The true channel simulated samples of VehA with a noise of

22 dB were utilized as input to the ResNet. The preprocessing for the input data was

a reshape to convert the frequency response of the channel in an 2D image. Thus, the

original data H(n) ∈ C72×14×Ntrain , where Ntrain is the size of the training set, was reshaped

into a Htrain ∈ R72×14×2×Ntrain , i.e. a 2 channel 4D array where the first channel holds the

real component of the channel data, and the second holds the imaginary component.

This structure resembles a 2D image. The target was the true channel samples. It was

utilized the adam optimizer for a maximum of 5 epochs, a mini batch size of 32, and

initial learning rate of 0,0003.

Figure 4.6 shows the compared performance between the CNN, DenseNet-1, MMSE,

and interpolation estimation. Both CNN and DenseNet-1 surpassed the MMSE perfor-

mance. However, CNN surpassed for the range of 0 to 20 dB, and DenseNet-1 from 0

to 25 dB. Moreover, the CNN network performed better for 0 and 10 dB but its perfor-

mance was saturated at 4 × 10−3 ranging from 15 to 30 dB. The DenseNet-1 saturated
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Figure 4.6: CNN estimation compared with MMSE and interpolation methods.

Reference: The Author (2023).

around 20 dB. The dense connection skipping convolutional blocks helped to increase

performance for the high SNR range.

4.4.2 ResNet

The second scenario analyses the impact of the residual block in the estimation.

The Fig. 4.7 shows the simulated MSE comparing the performance of the ResNet-1 and

ResNet-2 with one and two residual blocks, respectively, the interpolated grid after LS

estimation, and the MMSE estimation. The ResNet-1 surpassed the MMSE from 0 to

20 dB.

At this time, the residual block also improved the performance with relation to the

CNN, showing the direct relation between a skipping connection, present for both ResNet

and DenseNet, and improved performance compared to a common CNN for high SNR.

The performance of ResNet exceeded that of combined CNNs architectures, specifi-

cally Super-Resolution followed by Image Restoration networks, across a SNR range of 0
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and 20 dB, as reported by (SOLTANI; POURAHMADI; MIRZAEI, et al., 2019). Fur-

thermore, ResNet-1 outperformed ResNet-2 across all simulated SNR values, a significant

observation indicating that the incorporation of additional residual blocks—and thus,

increased complexity—does not necessarily equate to enhanced performance.

Figure 4.7: ResNet-2 estimation compared with MMSE and interpolation methods.

Reference: The Author (2023).

4.4.3 DenseNet

As discussed before, DenseNets take a slightly different approach by densely connect-

ing layers, as proposed by Huang et al. (2017). Each layer receives direct input from

all preceding layers, and its own feature maps are passed to all subsequent layers. This

dense connectivity encourages feature reuse and facilitates gradient flow throughout the

network, as ResNets does, however with much more learnable parameters, as the pre-

ceding information is concatenated. While ResNets use shortcut connections to enable

the learning of residual functions, DenseNet achieves feature reuse and gradient flow by

densely connecting layers.
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The Figure 4.8 shows the compared performance for the DenseNet-1, DenseNet-2,

MMSE, and LS interpolation. The idea of this simulation is to assess the impact of the

addition of another densely connected layer. As exhibited, the additional layer improves

the performance with relation to DenseNet-1 and DenseNet-2 between 0 and 14 dB. How-

ever, from 15 to 30 dB, there is no significant performance increase. Through this analysis,

it is possible to conclude that the additional learnable parameters of the DenseNet-2 in-

fluence the estimation in low SNR.

Figure 4.8: Compared performance of DenseNet-1 and DenseNet-2.

Reference: The Author (2023).

When comparing these results with those reported by Soltani, Pourahmadi, Mirzaei, et

al. (2019), who utilized networks combining Super-Resolution and Image Restoration, for

SNR values ranging from 0 and 15 dB, it was found that both the ResNet and DenseNet

methodologies exhibited superior performance.
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4.5 Chapter Summary

Channel estimation by using CNNs were investigated in this chapter. At first, a

discussion on how the wireless channel can be interpreted as an image was presented.

With this interpretation, the advantages of translation invariance and edge detection on

images can be utilized to retain channel knowledge through training. The frequency-

selective fast fading wireless channel obtained through simulations were used as target

set. The input of the networks was a corrupted version of the data with SNR = 22 dB.

The channel model was VehA.

Three networks were compared: CNN, DenseNet, and ResNet. All networks could

learn how to recover information from noisy channel data. Comparing their performance,

it was found that the skipping connection present on DenseNets and ResNets significantly

improved the performance for high SNR.
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Chapter 5

Conclusion and Future Works

In this thesis, deep learning for channel estimation for wireless communications based

on OFDM were investigated. The conventional algorithms used nowadays do not consider

the analysis of the data payload, and its relation with the wireless channel. In this sense,

machine learning techniques, specifically deep neural networks, are being used recently

in several data-intensive applications with great success. Different neural networks archi-

tectures were utilized: FC-DNN, traditional CNN, and modern approaches to CNNs, i.e.

ResNet and DenseNet.

The first approach delved into the exploration of channel estimation using FC-DNNs.

The examination began by understanding how neurons, through training, capture and

hold channel information. The process involves feeding the network with LS estimation

as an input and the actual channel as the target. This leads the network’s neurons to store

information about their differences by tackling an optimization problem. This problem

is focused on maximizing the trace of a specific matrix. This matrix is the result of

multiplying the weighted covariance matrix of the output from the hidden layer with the

covariance matrix of that same output. Following this, the chapter discusses the use of a

network architecture, inspired by the autoencoder problem, for channel estimation. This

method effectively denoises in the AWGN scenario, matching theoretical performance

standards. Additionally, in the context of a Rayleigh channel and using a block-type

pilot arrangement, an FC-DNN was employed to estimate every eight data symbols. This

approach successfully achieves the performance level of the MMSE.

Another approach investigated was the use of CNNs for channel estimation. The anal-

ysis began by presenting the concept of interpreting a wireless channel as an image. This
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approach leverages the benefits of translation invariance and edge detection, common in

image processing, to enhance channel knowledge acquisition during training. The tar-

get dataset for the network comprised frequency-selective fast fading wireless channels,

simulated with a SNR of 22 dB. The channel model employed was VehA. The study

compared three different network types: CNNs, DenseNets, and ResNets. All these net-

works demonstrated the capability to extract information from noisy channel data. Upon

comparing their performances, it was observed that the skip connections in DenseNets

and ResNets markedly improved performance, particularly at higher SNR levels.

5.1 Future Works

The gradual introduction of Deep Learning (DL) in the physical layer is expected to

occur in multiple stages. The success of incorporation of these techniques into mobile

receptors largely depends on the development of specialized DL accelerators capable of

high-speed operations on the technical side, and paradigm change, considering the indus-

try design reality. Thankfully, these accelerators are already being developed for base

stations, where the limitations regarding chip size and power consumption are not as

strict as they are in mobile devices. However, the effectiveness of DL integration heavily

relies on the availability of extensive datasets. While most current research uses channel

simulators for offline training, these may not accurately represent all real-world scenarios.

Thus, gathering comprehensive datasets from various environments is crucial for ensur-

ing the dependability of DL components. Online training and transfer learning may be

helpful to deploy DL techniques in the real scenario.

The integration of DL into mobile devices may represent a subsequent phase, where

due to computational limitations, DL models are likely trained centrally. This necessitates

regular data collection from devices and frequent updates to their parameters. Periodic

data transfers might lead to increased energy and bandwidth usage and pose privacy

concerns. Nevertheless, this approach allows for adaptable communications, tailoring

transceivers to specific hardware and environments. Such adaptability is highly benefi-

cial, particularly for emerging networks, which will likely support diverse applications,

including vehicular communications and small-scale networks.

The eventual widespread availability of DL accelerators at both transmission ends may
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pave the way for entirely neural network-based transceivers, trained with an end-to-end

approach. This could streamline the variety of options and settings in current standards,

as each transmitter-receiver pair could be continually optimized for peak performance.

However, the effectiveness of neural network-based systems depends on the chosen network

architectures, training methods, and data quality. Similar to sectors where AI is already

integral, like voice assistants or autonomous vehicles, the specifics of neural networks are

often closely guarded industry secrets. This poses challenges in jointly training transmitter

and receiver systems developed by different manufacturers in the telecommunications field.

Future standards might need to evolve from dictating algorithm behavior to facilitating

end-to-end optimization of neural network-based systems, necessitating shared datasets

and testing procedures to overcome the opaque nature of neural networks and their lack

of traditional performance guarantees.

Cognitive radio, as envisioned by Mitola (2000), comprehends systems where wireless

devices intelligently manage radio resources and services in response to user needs and

context. The upcoming phases of DL deployment in wireless systems focusing on jointly

integrating training neural networks for both layers 1 and 2 would mark the advent of the

first fully driven by machine learning cognitive radios.
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